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Abstract—In recent years, many studies on hyperspectral image classification have shown that using multiple features can effectively improve the classification accuracy. As a very powerful means of learning, multiple kernel learning (MKL) can conveniently be embedded in a variety of characteristics. This paper proposes a class-specific sparse MKL (CS-SMKL) framework to improve the capability of hyperspectral image classification. In terms of the features, extended multiattribute profiles are adopted because it can effectively represent the spatial and spectral information of hyperspectral images. CS-SMKL classifies the hyperspectral images, simultaneously learns class-specific significant features, and selects class-specific weights. Using an $L_1$-norm constraint (i.e., group lasso) as the regularizer, we can enforce the sparsity at the group/feature level and automatically learn a compact feature set for the classification of any two classes. More precisely, our CS-SMKL determines the associated weights of optimal base kernels for any two classes and results in improved classification performances. The advantage of the proposed method is that only the features useful for the classification of any two classes can be retained, which leads to greatly enhanced discriminability. Experiments are conducted on three hyperspectral data sets. The experimental results show that the proposed method achieves better performances for hyperspectral image classification compared with several state-of-the-art algorithms, and the results confirm the capability of the method in selecting the useful features.

Index Terms—Classification, extended multiattribute profile (EMAP), group lasso, hyperspectral images, multiple kernel learning (MKL).

I. INTRODUCTION

RECENTLY, due to advances in remote sensing technologies, hyperspectral imaging sensors are able to capture hundreds of narrow spectral channels with a very high spatial resolution, which has led to a better identification of relatively small structures [1], [2]. Due to the high spatial resolution, the geometrical features of the structures in a scene have a great perceptual significance that can be directly exploited to model the objects in the scene. This can also increase the discriminability between different thematic classes.

To produce satisfactory classification results, one typically needs to consider the integration of spatial and spectral features. The spatial characteristics of the objects in an image can be modeled with several approaches, such as Markov random fields [3], [4], segmentation [5]–[7], 3-D Gabor feature extraction [8], superpixel [9]–[11], morphological component analysis [12], [13], adaptive sparse representation [14], [15] and so on. A widely used technique for extracting spatial features is based on mathematical morphology. Among all the operators belonging to this framework, morphological connected operators [16] proved to be suitable for extracting spatial information while preserving the geometrical characteristics of the structures in the image (i.e., without distorting the borders). A morphological profile (MP) is constructed based on the repeated use of opening and closing by reconstruction with a structuring element (SE) of increasing size (i.e., a sequence of multiscale connected operators), applied to a scalar image. MPs simultaneously remove some spatial details and preserve the geometrical characteristics of the other regions. Pesaresi and Benediktsson [17] used morphological transformations to build the so-called MP. In [18], the MP generated by morphological opening and closing operations was used for classifying a Quickbird panchromatic image. The standard opening and closing along with white and black top hats [19] and opening and closing by reconstruction were computed, and the resulting features were classified using a support-vector-machine (SVM) classifier [20]. In [21], the concept of MPs was successfully extended to handle hyperspectral images; the authors reduce the high dimensionality of the data by principal component analysis (PCA) and compute the profiles on the first principal components (PCs) extracted, leading to the definition of extended MPs (EMPs).

Some studies have been conducted to assess the capability of SEs with different shapes for the extraction of spatial information. MPs computed with a compact SE (e.g., square, disk, etc.) can be considered for modeling the size of the objects in the image. In [22], one MP is built using disk-shaped SEs for extracting the smallest size of the structures, whereas the other employs linear SEs for characterizing the object’s maximum size. In our previous study, multiple SEs with different scales are employed to generate multi-EMPs to present...
spatial–spectral information [23]. Although MP is a powerful technique for the extraction of spatial information, the concept has a few limitations: 1) The shape of SEs is fixed; and 2) SEs are unable to characterize information related to the gray-level characteristics of the regions. To avoid this limitation, morphological attribute filters (AFs) have been proposed as the generalization of the MP, which provides a multilevel characterization of an image by using the sequential application of a morphological AF [24]. AFs are connected operators that process an image by considering only its connected components. For binary images, the connected components are simply the foreground and background regions present in the image. To deal with grayscale images, the set of connected components can be obtained by considering the image to be composed by a stack of binary images generated by thresholding the image at all its gray-level values [25]. Thus, they process the image without distorting or inserting new edges but only by merging existing flat regions [19]. AFs include in their definition the morphological operators based on geodesic reconstruction [16]. Moreover, they are a flexible tool, since they can perform processing based on many different types of attributes. For example, they can be purely geometric (e.g., area, diagonal of the objects, image moments, and shape factors) or textural (e.g., standard deviation and entropy). In [26], the definition of the extended attribute profile (EAP) and the extended multiattribute profile (EMAP) were proposed, which rely on the application of the APs to hyperspectral data and to a straightforward further extension to a multiattribute scenario, respectively. As the EMAPs can provide richer descriptions of the spatial information contained in the scene, in this paper, we combine EMAP and the spectral features to classify the hyperspectral images. However, the EMAPs, which are built on different attributes and multiple degrees, significantly increase the dimensionality of the data being analyzed. Furthermore, the information contained in a profile is, in general, intrinsically redundant [27]. Therefore, it is important to integrate the EMAP features into a classifier that can learn the features in a selective way. As a result, choosing the most suitable attribute and range of threshold values for extracting the information on the geospatial objects certainly becomes an important and complex task.

While the use of spatial and spectral features becomes more practical for classification tasks, how to properly integrate those features is still one of the main research topics. Kernel methods have attracted the attention of many researchers. In [28], ideal regularized fuzzy robust kernel entropy component analysis is proposed to induce the fuzzy item to optimize the kernel entropy components, which makes the transformed data more robust. In particular, SVMs [30]–[32] have shown reasonable performances in terms of accuracy for classifying high dimensional data when a limited number of training samples are available. A more flexible learning model using multiple kernels instead of one, which is known as multiple kernel learning (MKL), has been proposed to correspond to different notions of similarity or information from multiple sources and represent differences between features [33]. The conventional MKL framework combines multiple features by constructing base kernels for each type of feature. The optimal weights for each base kernel are determined by MKL, and they indicate the contribution of the associated features. Several variants of MKL for feature fusion have also been proposed to improve the performances in terms of accuracy. A sample-screening MKL method is proposed to employ a boosting strategy for screening the limited training samples under the MKL framework [34]. In [35], an MKL method using low-rank nonnegative matrix factorization for classification of hyperspectral imagery is presented. In [36], a novel MKL model is proposed for urban classification to integrate heterogeneous features (HF-MKL) from spectral images and lidar data. In [37], a discriminative MKL method is proposed for spectral image classification to learn an optimal combined kernel from predefined basic kernels by maximizing separability in the reproducing kernel Hilbert space. A composite kernel integrates the measurement of both spectral and textural features and achieves better performances than spectral features only in terms of accuracy [38]–[40]. Rule-based MKL (RBMKL) generates the kernel via summation or multiplication of the base kernels [41]. Representative MKL (RMKL) learns a kernel matrix to capture the most variation of the original base kernels [42]. Although these MKL methods can improve the performances for many classification tasks in terms of accuracy, they need to predetermine the parameters for each kernel, and this parameter selection procedure either requires prior knowledge or results in increased computational complexity due to the need to perform cross-validation.

In this paper, we concentrate on embedding EMAP features in the class-specific sparse MKL (CS-SMKL) to classify hyperspectral data sets. In our approach, PCA is first performed on the original data sets, and then spatial features, i.e., EMAPs, are obtained by processing the PCs with different degrees of multiple AFs. For kernel learning, the base kernels are Gaussian kernels associated with EMAPs; $L_1$-norm of the kernel weights, also known as the simplex constraint, is used in our methods because it can lead to a sparse solution, i.e., only a few base kernels among many carry significant weights. We propose a class-specific algorithm that automatically learns an efficient feature set for the classification of any two classes. In the solving process, we adopt an efficient optimization method using the equivalence between group lasso and MKL [43] to obtain a closed-form solution for updating the kernel weights at each iteration [44]. Experimental results illustrate that the proposed CS-SMKL method provides good performances in terms of accuracy on three real high-spatial-resolution hyperspectral data sets.

In summary, the contributions of this paper are as follows:

1) We propose a CS-SMKL method to well fuse multiscale EMAPs for spatial–spectral joint classification of hyperspectral images.

MKL provides a very effective means of learning and can conveniently be embedded in a variety of characteristics. Many previous works have demonstrated that the multiscale EMAPs are very effective features. In this paper, we propose a new multifeature fusion method for classification to integrate the multiscale EMAP features via the CS-SMKL framework. Through such an integration, the redundancy of the multiscale EMAP features...
AP\! (f) = \prod_i \left\{ \prod_{i = 1}^{n - 1 + i} \lambda = (n - 1 + i) \quad \forall \lambda \in [1, n] \right\} \left\{ \prod_{i = 1}^{n - 1 - i} \lambda = (i - n - 1) \quad \forall \lambda \in [n + 1, 2n + 1] \right\} \tag{3}

is well removed, and the associated weights of optimal base kernels are determined to improve the classification performances.

2) We propose a class-specific manner for the kernel learning in the classification algorithm.

In hyperspectral image classification, the effectiveness of spatial–spectral features is class dependent. Therefore, it is more reliable to conduct learning for each individual class pair [45]. The CS-SMKL method, in which the sparse constraint is introduced via group lasso, can learn a compact set of features, and the proposed class-specific way can search the most effective features for the classification of any two classes, leading to the interpretation of the class-specific classification model. In other words, our method is able to select the class-specific weights for different attributes of MPs and remove the redundancy of those features, thus further improving the classification performances using the same input features.

The remainder of this paper is organized as follows. In Section II, EMAP is reviewed as related work. Section III details the proposed method, including the variational equivalence between MKL and group lasso, the class-specific kernel learning manner, and the framework of our proposed method. Experimental setting and results for three real hyperspectral data sets are presented in Section IV. Finally, Section V concludes this paper.

II. EXTENDED PROFILES WITH AFs

Here, the morphological AFs are presented at first. Subsequently, the concept of the AP is briefly recalled. Finally, the EMAP is described.

A. Morphological AFs

Morphological AFs are connected filters, and they are morphological adaptive filters introduced by Breen and Jones [16]. They process the input image by removing the connected components that do not fulfill a given criterion. The criterion could evaluate any attribute extracted from the regions. The great flexibility in defining the attribute leads to an improved capability in modeling the spatial information with respect to operators based on fixed SEs. An attribute can be any measure computable on the regions of the connected components present in the image.

Let us consider a numerical function \( f \) and a binary criterion \( T \) that acts on the sections \( h_k (f) \) of \( f \) at successive thresholds \( k_1 < k_2 < k_3 \). We may have \( Th_{k_2} (f) = \phi \), while \( Th_k (f) \neq \phi \) for \( k = k_1, k_3 \). The successive transformations do not decrease as \( k \) increases. Therefore, they cannot be considered the stack of sections of a function. The simplest way to force the decrease in the sequence is to replace the transform \( Th_k (f) \) by the union of all the transforms from the top section, i.e., by \( T^*h_k (f) = \cup \{Th_p (f), p \geq k\} \), which is equal to the section at level \( k \) of the function transform \( \gamma^T (f) \)

\[
\gamma^T (f) (x) = \max \{k : x \in Th_k (f)\}. \tag{1}
\]

Analogously, as a dual counterpart, the grayscale thickening transformation can be formulated by

\[
\phi^T (f) (x) = \min \{k : x \in Th_k (f)\}. \tag{2}
\]

B. APs

APs are a multilevel decomposition of the input image based on AFs [24]. As for MPs, APs have to be cumulative functions. This is an important condition because it leads to achieving a progressively increased simplification of the image when the filters values are increased. In the case of openings by reconstruction, it occurs automatically when the size of the SE increases. When considering AFs, it is only verified for increasing criteria. Thus, to guarantee this property for all AFs, the family of criteria \( T_i \) taken into account must be formally ordered, so that \( i \leq j \Rightarrow T_i \subseteq T_j \Rightarrow \gamma^{T_i} \geq \gamma^{T_j} \). This is different from the increasingness property, which involves two input functions and one criterion, i.e., \( f \leq g \Rightarrow \gamma^T (f) \leq \gamma^T (g) \) (a condition that is not fulfilled for thickening and thinning transformations).

Analogously to an MP, an AP can be defined as a concatenation of a thickening AP \( \prod_{i \in T^*} \) and a thinning AP \( \prod_{i \in T^*} \), (3) shown at the top of the page, where \( \lambda \) is considered the reference and defines the degree of filtering. Being \( T^* = \{T_1, T_2, \ldots, T_n\} \) the set of ordered criteria, for \( T_i, T_j \in T^* \), and \( j \geq i \), the relation \( T_i \subseteq T_j \) holds.

According to the attribute considered, different information can be extracted from the image. For example, if an increasing attribute is considered (e.g., the area of the regions), the AP performs analysis based on the scale of the structures in the scene. Instead, if a measure of the homogeneity of the gray-level values of the pixels (which is, usually, nonincreasing) belonging to each region is considered an attribute, it is possible to gather information on the texture.

C. EAP and EMAP

Analogously to the definition of EMPs, we can compute the APs on the \( c \) PCs extracted from the original hyperspectral data. This leads to the definition of the EAP as follows:

\[
\text{EAP} = \{\text{AP(PCA}_1, \text{AP(PCA}_2), \ldots, \text{AP(PCA}_c)\}. \tag{4}
\]
Moreover, since APs are created by different attributes to extract different information from the scene, the idea of the EAPs is further evolved to the EMAPs. The EMAP merges different EAPs in a single data structure. An EMAP composed of $S$ different EAPs can be easily formulated as

$$\text{EMAP} = \{\text{EAP}_{a_1}, \text{EAP}_{a_2}', \ldots, \text{EAP}_{a_S}'\}$$  \hspace{1cm} (5)

where $a_i$ is a generic attribute, and $\text{EAP}' = \text{EAP}\setminus\{\text{PC}_1, \ldots, \text{PC}_c\}$. The latter relation is necessary for avoiding the multiple presence of the $c$ PCs since the original PCs are present in each EAP. The following attributes have been widely used in the literature to produce EMAP:

1) area of the region (related to the size of the regions);
2) diagonal of the box bounding the regions;
3) moment of inertia (as an index for measuring the elongation of the regions);
4) standard deviation (as an index for showing the homogeneity of the regions).

III. PROPOSED METHOD

Here, the variational equivalence between MKL and group lasso is presented at first, followed by the class-specific kernel learning strategy and the proposed algorithm. Then, the framework of our method is described.

A. Connection Between MKL and Group Lasso

Let $X = (x_1, \ldots, x_n) \in \mathbb{R}^{n \times d}$ denote the collection of $n$ training samples that are in a $d$-dimensional space. Let $y = (y_1, y_2, \ldots, y_n) \in \{-1, +1\}^n$ denote the binary class labels for the data points in $X$. MKL is often cast into the following optimization problem:

$$\min_{f \in H_{\Omega}} \left\{ \frac{1}{2} \| f \|^2_{H_{\Omega}} + C \sum_{i=1}^n \ell(y_i, f(x_i)) \right\}$$  \hspace{1cm} (6)

where $H_{\Omega}$ is a reproducing kernel Hilbert space parameterized by $\eta$, and $\ell(\cdot)$ is a loss function. $H_{\Omega}$ is endowed with kernel function $\kappa(\cdot, \cdot; \eta) = \sum_{j=1}^r \eta_j \kappa_j(\cdot, \cdot)$.

When the Hinge loss is employed, the dual problem of MKL [46] is equivalent to

$$\min_{\eta \in \Omega} \max_{\alpha \in \Delta} \left[ 1^T \alpha - \frac{1}{2} \langle \alpha \circ y \rangle^T \left( \sum_{j=1}^r \eta_j K_j \right) (\alpha \circ y) \right]$$  \hspace{1cm} (7)

where $\Omega$ is the domain of $\eta$, and $\Delta$ is the domain of $\alpha$. $1$ is a vector of all ones, $\{K_j\}_{j=1}^r$ is a group of base kernel matrices associated with $H_{\Omega}^j$, and $\circ$ defines the elementwise product between two vectors. The domain $\Delta$ is usually defined as $\Delta = \{\alpha \in \mathbb{R}^r : \alpha \geq 0, 0 \leq \alpha \leq C\}$, where $\eta \in \Omega$ lies in a simplex, i.e., $\Omega = \{\eta \in \mathbb{R}_{+}^r : \sum_{j=1}^r \eta_j = 1, \eta_j \geq 0\}$, which we call the $L_1$-norm of kernel weights. Most MKL methods fall in this category.

The group lasso estimate is defined as the solution to

$$\frac{1}{2} \left\| y - \sum_{j=1}^m K_j \eta_j \right\|^2 + \lambda \sum_{j=1}^m \| \eta_j \|_1$$  \hspace{1cm} (8)

where $\Lambda \geq 0$ is a tuning parameter. Bakin proposed (8) as an extension of the lasso for selecting groups of variables [40]. To show the connection between MKL and group lasso, we first transform (6), of which the optimization problem is equivalent to the following optimization problem

$$\min_{\eta \in \Omega} \min_{\{f_j \in H_j\}_{j=1}^m} \left[ \frac{1}{2} \sum_{j=1}^m \eta_j \| f_j \|^2_{H_j} + C \sum_{i=1}^n \ell \left( \sum_{j=1}^m y_i \eta_j f_j(x_i) \right) \right].$$  \hspace{1cm} (9)

It is important to note that problem in (9) is nonconvex; therefore, we cannot deploy the standard approach to convert the problem in (9) into its dual form. To transform (9) into (6), first, we rewrite $C \ell(z) = \max_{\alpha \in [0,C]} \alpha(1 - z)$. Then, the optimization problem in (9) can be transformed as follows:

$$\min_{\eta \in \Omega} \min_{\{f_j \in H_j\}_{j=1}^m} \left[ \frac{1}{2} \sum_{j=1}^m \eta_j \| f_j \|^2_{H_j} \right.$$  \hspace{1cm} (10)  

$$+ \max_{\alpha \in [0,C]^n} \sum_{i=1}^n \alpha_i \left( 1 - \sum_{j=1}^m y_i \eta_j f_j(x_i) \right).$$

Since the problem is convex in $f_j$ and concave in $\alpha$, we can then switch the minimization of $f_j$ with the maximization of $\alpha$.

$$\min_{\eta \in \Omega} \max_{\alpha \in [0,C]^n} \left[ \sum_{i=1}^n \alpha_i \right.$$  \hspace{1cm} (11)  

$$+ \min_{\{f_j \in H_j\}_{j=1}^m} \sum_{j=1}^m \eta_j \left( \frac{1}{2} \| f_j \|^2_{H_j} - \sum_{i=1}^n \alpha_i y_i f_j(x_i) \right).$$

By taking the minimization of $f_j$, we have

$$f_j(x) = \sum_{i=1}^n \alpha_i y_i \kappa_j(x_i, x).$$  \hspace{1cm} (12)

Then, the resulting optimization problem becomes

$$\min_{\eta \in \Omega} \max_{\alpha \in [0,C]^n} \left[ 1^T \alpha - \frac{1}{2} \sum_{j=1}^m \eta_j (\alpha \circ y)^T K_j (\alpha \circ y) \right].$$  \hspace{1cm} (13)

which is exactly the same dual problem of (6) as shown in (7).

To further show the connection between group lasso and MKL, we need to decouple the interaction between weights $\eta$ and classification functions $f_j$, $j = 1, \ldots, m$. Based on the result of Theorem 1, we define

$$\tilde{f}_j = \eta_j f_j$$  \hspace{1cm} (14)

We then rewrite the problem in (9) as

$$\min_{\eta \in \Omega} \min_{\{\tilde{f}_j \in H_j\}_{j=1}^m} \left[ \frac{1}{2} \sum_{j=1}^m \frac{1}{\eta_j} \| \tilde{f}_j \|^2_{H_j} + C \sum_{i=1}^n \ell \left( y_i \sum_{j=1}^m \tilde{f}_j(x_i) \right) \right].$$  \hspace{1cm} (15)

By taking the minimization over $\eta$, we obtain

$$\eta_j = \frac{\| \tilde{f}_j \|_{H_j}}{\sum_{j=1}^m \| \tilde{f}_j \|_{H_j}}, \quad j = 1, \ldots, m.$$  \hspace{1cm} (16)
Based on (12) and (14), the classification of any two classes, leading to the better accuracy using the proposed method is able to select the class-specific weights for different kernels, than those simple feature fusion methods. In other words, our CS-SMKL determines the optimal weights of base kernels and results in improved classification performances.

**Algorithm 1 The CS-SMKL**

1: for \( p = 1 \): (NumClass \( - 1 \))
2: for \( q = (p + 1) : \) NumClass
3: Extract class-specific \( K \) from base kernels.
4: Initialize \( \eta^0 = 1/m \)
5: repeat
6: Solve the dual problem of SVM with \( K = \sum_{j=1}^{m} \eta_j K_j \)
to obtain the optimal solution \( \alpha \)
7: Calculate \( \|f_j\|_{H_j} \) and \( \eta_j \) according to (17) and (16), respectively
8: until: Convergence
9: end
10: end

**C. Framework of the Proposed Method**

The flowchart of the proposed framework is illustrated in Fig. 2. First, PCA was performed on the original data set, and multiple AFs with different degrees were carried out on the extracted PCs to obtain the EMAP features. Then, base kernels associated with EMAPs were constructed, and the final kernel was acquired through the CS-SMKL algorithm. Finally, the optimal kernel was embedded into an SVM to complete the classification of hyperspectral images. Fig. 1 shows the construction of the kernel used in the SVM. Obviously, there are \( S \) kinds of attributes, and under each attribute, \( \lambda \) scales of AFs are adopted; therefore, we get the EMAP which contains one PC and \( SL \) EAPs as (5). Each EAP is associated with one base kernel, and the PCs are also relevant to one base kernel. Therefore, when combined, we have \( SL+1 \) base kernels. Then, we extract the class-specific kernels from each base kernel, and we have \( \eta = [\eta_1, \eta_2, \ldots, \eta_m], m = SL+1 \), which is associated with the extracted class-specific kernels as shown in Fig. 1. Then, the optimal kernel is obtained by the linear combination of these extracted kernels, which is constrained by the criteria \( \sum_{j=1}^{m} \eta_j = 1, \eta_j \geq 0 \). The criteria can enforce the sparsity at the group/feature level and automatically learn a compact feature set for classification purposes. More precisely, our CS-SMKL determines the optimal weights of base kernels and results in improved classification performances.

**IV. EXPERIMENTAL RESULTS AND DISCUSSIONS**

Here, we report the results of the experiments to evaluate the effectiveness of the proposed method, compared with the existing kernel learning methods.

**A. Data Description**

In our experiments, three high-spatial-resolution hyperspectral image data sets were used.
Two images of an urban area were acquired with the Reflective Optics System Imaging Spectrometer (ROSIS-03) optical sensor [48]. The flight over the city of Pavia, Italy, was operated by the Deutschen Zentrum für Luft- und Raumfahrt (DLR, German Aerospace Agency) within the context of the HySens project, managed and sponsored by the European Union. According to specifications, the ROSIS-03 sensor provides 115 bands with a spectral coverage ranging from 0.43 to 0.86 μm. The spatial resolution is 1.3 m per pixel. The two data sets are as follows.

1) University Area: This hyperspectral image with 610 × 340 pixels took place near the Engineering School, University of Pavia, Pavia, Italy. Twelve channels were removed due to noise [38]. The remaining 103 spectral channels were processed. There are 43,923 labeled samples in total and nine classes of interest. Fig. 3(a) presents false color images of this data set.

2) Center Area: The second test set was the center of Pavia. The image was originally 1096 × 1096 pixels. A 381-pixel-wide black band in the left-hand side part of image was removed, resulting in a “two part” image of 1096 × 715 pixels. Thirteen channels have been removed due to noise. The remaining 102 spectral channels were processed. In total, there are 148,152 labeled samples and nine classes of interest. Fig. 3(b) presents false color images of this data set.
The third hyperspectral image was acquired by AVIRIS sensor over the Valley of Salinas in Southern California [49]. The spatial resolution is 3.7 m per pixel.

**Salinas:** It has spatial dimensions of 512 × 217 pixels. Twenty water absorption bands were removed, and a 200-band image was used for the experiments. The ground reference map was composed of 54 129 pixels and 16 land-cover classes. Fig. 3(c) shows an RGB composition and information of its labeled classes.

More details about these three data sets are listed in Table I.

### B. Experimental Setting

In our experiments, first, the data sets were processed by PCA: The eigenvalues were arranged in the descending order and reserved first $c$ PCs which, divided by the eigenvalues of all original PCs, equaled 99%. After that, multiple AFs were carried out on the extracted $c$ PCs. We used all the four kinds of AFs presented in Section II-C. For the Pavia data sets, we apply the following setting: 1) $\lambda_a$ area of the regions, $\lambda_a = [100 500 1000 5000]$; 2) $d$, length of the diagonal of the box bounding the region, $\lambda_d = [10 25 50 100]$; 3) $i$, first moment invariant of Hu, moment of inertia [51], $\lambda_i = [0.2 0.3 0.4 0.5]$; and 4) $s$, standard deviation of the gray-level values of the pixels in the regions, $\lambda_s = [20 30 40 50]$. For the Salinas data set, we adopt the following setting: 1) $\lambda_a = [100 500 1000 5000]$; 2) $\lambda_d = [10 25 50 100]$; 3) $\lambda_i = [0.1 0.15 0.2 0.25]$; and 4) $\lambda_s = [15 20 25 30]$. Three parameters are introduced in the proposed algorithm. They are the scale $\sigma$ of base kernels, the threshold $\varepsilon$ which controls the sparsity of the kernels, and the tuning parameter $C$. The kernel scale is recommended to be set as 2 as there is no need to pay great attention to the scale parameter adjustment and it can be implicitly transformed into the process of optimizing kernel weights in the MKL framework. The threshold $\varepsilon$ can usually be set smaller than $1/m$ ($m$ denotes the number of base kernels used on average). It was set to 0.001 in the tests conducted in this paper. The tuning parameter $C$ was experimentally set to 1000.

Our proposed CS-SMKL is compared with eight benchmark methods including standard SVM using original spectral features, standard SVM using stacked EMAP features, sparse-representation-based classification (SRC) [52], collaborative representation-based classification (CRC) [49], RBMKL, RMKL, spatial–spectral combined kernel learning (CKL), and multiple feature learning (MFL) [53].

**Spe-SVM**

It has a standard SVM using all the original spectral features and a single Gaussian kernel function with a fixed-scale parameter $\sigma = 2$.

**SRC**

All the original spectral features are used, and the regularization parameter is set as the optimal parameter.

**CRC**

All the original spectral features are used, and the regularization parameter is set as the optimal parameter.

**EMAP-SVM**

All the EMAP features are stacked as a single vector of features, and it has a standard SVM using the stacked features and a single Gaussian kernel function with a fixed-scale parameter $\sigma = 2$.

**CS-SMKL**

All the EMAP features are used in this method, and a Gaussian kernel function with a fixed-scale parameter $\sigma = 2$ is used to build 17 base kernels corresponding to the 16 EAPs and PCs, respectively. The base kernels carry the corresponding scale information because the EMAP features are obtained by different degrees of AFs.

The setting is the same as CS-SMKL, and the mean rule is adopted.

**RMKL**

All the EMAP features are used. The base kernels consist of two parts, 16 Gaussian kernels corresponding to the 16 EAPs, and 20 Gaussian kernels representing the differences between extracted spectral features (PCs) at different scales ranging from 0.1 to 2, whereas the step size of increment is 0.1, $\mu = 0.4$ is used to weight the spectral kernel and spatial kernel, i.e., $K(x_i, x_j) = \mu K(x_i^{Spe}, x_j^{Spe}) + (1 - \mu)K(x_i^{Spa}, x_j^{Spa})$.

All the EMAP features are used in this method.

**MFL**

The setting is the same as CS-SMKL.
C. Evaluation of Classification Performances

Conclusions were drawn from analyzing the classification accuracy assessed with the following measures:

a) overall accuracy (OA), which is the number of correctly classified samples out of the total number of tested samples in percentage;

b) a kappa coefficient of agreement, which is the percentage of agreement corrected by the amount of agreement that could be expected due to chance alone [54].

These criteria were used to compare classification results and were computed by using the confusion matrix. Furthermore, the statistical significance of differences was computed by using McNemar’s test, which is based upon the standardized normal test statistics [55], i.e.,

\[ Z = \frac{Y_{12} - Y_{21}}{\sqrt{Y_{12} + Y_{21}}} \]  

where \( Y_{12} \) indicates the number of samples classified correctly by classifier 1 and incorrectly by classifier 2. The difference in accuracy between classifiers 1 and 2 is said to be statistically significant if \( |Z| > 1.96 \). The sign of \( Z \) indicates whether classifier 1 is more accurate than classifier 2 (\( Z > 0 \)) or vice versa (\( Z < 0 \)). This test assumes related testing samples and thus is adapted to our situation since the training and testing sets were the same for each experiment.

The number of training samples for all the data sets has been set to 10, 20, and 30 per class. All the results reported are the mean and standard deviation of ten experiments with randomly selected training and test sets.

D. Experimental Results and Analysis

a) Analysis of the overall classification performances: The CS-SMKL method, whose classification results are given in bold letters, performs best among all the methods tested in terms of classification accuracy for all the data sets, as shown in Table II. These results demonstrate that, by properly weighting the importance of the features, we can construct efficient and compact kernel machines encoding the relationships in the observed data. The box plot of the kappa coefficients versus the number of the training samples per class is shown in Fig. 4.

The highest kappa coefficients of CS-SMKL illustrate that CS-SMKL is the most accurate classifier among these methods, which is in line with the conclusions drawn from Table II. For all these three data sets, the standard deviation becomes smaller as the number of training samples increases, which means that the larger the training set is, the more stable CS-SMKL is.

The classification maps and confusion matrices for different approaches are given in Figs. 5 and 6, respectively. For the Pavia University data set, we can see that the improvement acquired by CS-SMKL is between 0.94% and 3.74%. It is also shown in Figs. 5(a) and 6(a) that, for the classes which are easy to be incorrectly classified such as Gravel, Bare soil, and

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Pavia University</th>
<th>Pavia Center</th>
<th>Salinas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier</td>
<td>Number of training samples</td>
<td>Number of training samples</td>
<td>Number of training samples</td>
</tr>
<tr>
<td>Spe-SVM</td>
<td>70.02 ± 2.75</td>
<td>74.69 ± 1.94</td>
<td>76.42 ± 1.53</td>
</tr>
<tr>
<td>SRC</td>
<td>69.79 ± 2.87</td>
<td>73.37 ± 2.57</td>
<td>76.33 ± 0.91</td>
</tr>
<tr>
<td>CRC</td>
<td>61.98 ± 4.15</td>
<td>64.00 ± 1.94</td>
<td>65.12 ± 2.64</td>
</tr>
<tr>
<td>EMAP-SVM</td>
<td>79.82 ± 7.83</td>
<td>88.20 ± 3.81</td>
<td>89.74 ± 3.62</td>
</tr>
<tr>
<td>CS-SMKL</td>
<td>91.36 ± 2.54</td>
<td>94.35 ± 1.22</td>
<td>95.65 ± 1.41</td>
</tr>
<tr>
<td>RBMKL</td>
<td>87.62 ± 2.51</td>
<td>92.95 ± 1.45</td>
<td>94.71 ± 1.25</td>
</tr>
<tr>
<td>RMKL</td>
<td>85.03 ± 3.09</td>
<td>91.86 ± 1.53</td>
<td>93.86 ± 1.38</td>
</tr>
<tr>
<td>CKL</td>
<td>78.85 ± 3.23</td>
<td>86.73 ± 1.83</td>
<td>91.52 ± 1.47</td>
</tr>
<tr>
<td>MFL</td>
<td>89.00 ± 2.83</td>
<td>93.06 ± 0.99</td>
<td>94.80 ± 1.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Pavia University</th>
<th>Pavia Center</th>
<th>Salinas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier</td>
<td>Number of training samples</td>
<td>Number of training samples</td>
<td>Number of training samples</td>
</tr>
<tr>
<td>Spe-SVM</td>
<td>94.84 ± 0.76</td>
<td>94.83 ± 0.44</td>
<td>95.41 ± 0.54</td>
</tr>
<tr>
<td>SRC</td>
<td>94.06 ± 1.55</td>
<td>95.30 ± 0.30</td>
<td>95.85 ± 0.50</td>
</tr>
<tr>
<td>CRC</td>
<td>93.06 ± 0.95</td>
<td>93.79 ± 0.39</td>
<td>93.99 ± 0.53</td>
</tr>
<tr>
<td>EMAP-SVM</td>
<td>84.04 ± 2.39</td>
<td>87.43 ± 1.06</td>
<td>88.58 ± 0.50</td>
</tr>
<tr>
<td>CS-SMKL</td>
<td>93.01 ± 0.32</td>
<td>97.02 ± 0.45</td>
<td>96.58 ± 0.24</td>
</tr>
<tr>
<td>RBMKL</td>
<td>95.59 ± 0.58</td>
<td>96.41 ± 0.66</td>
<td>97.49 ± 0.43</td>
</tr>
<tr>
<td>RMKL</td>
<td>94.28 ± 0.63</td>
<td>95.13 ± 1.06</td>
<td>96.59 ± 0.86</td>
</tr>
<tr>
<td>CKL</td>
<td>95.14 ± 0.72</td>
<td>96.34 ± 0.46</td>
<td>97.10 ± 0.42</td>
</tr>
<tr>
<td>MFL</td>
<td>90.28 ± 3.55</td>
<td>95.86 ± 0.53</td>
<td>96.67 ± 0.59</td>
</tr>
<tr>
<td></td>
<td>87.94 ± 2.70</td>
<td>90.21 ± 1.26</td>
<td>91.93 ± 1.30</td>
</tr>
</tbody>
</table>
Fig. 5. Classification maps of three data sets for different approaches (Size of training samples: ten per class). (a) Pavia University. (b) Pavia Center. (c) Salinas.
Self-blocking bricks, the proposed CS-SMKL outperforms the other classifiers. For the Pavia Center data set, the CS-SMKL obtain comparable classification results with an increment of 0.56%. Fig. 5(b) shows that the wrongly classified pixels in the water area are much less, and it is obvious that the classification results of Tree, Soil, and Bitumen becomes better as shown in Fig. 6(b). Moreover, for the Salinas data set, the improvement is up to 1.88%. Grapes-untrained and Vineyard-untrained are two categories that are easy to be confused, as shown in Figs. 5(c) and 6(c); however, the proposed method offers a great improvement in classification accuracy of these two classes.

The Z-tests between CS-SMKL and other classifiers are shown in Table III. Although the classification accuracy of CS-SMKL is slightly larger than other methods for the Pavia Center data set, all the values of Z-test are much greater than 1.96, which means the proposed CS-SMKL is better.
The complexity of the proposed method is measured by the computation time of the training and test phases. The complexity of the proposed method is measured by the computation time of the training and test phases. Note that the experiments were performed on a computer with Intel Core i5-4460 CPU 3.2 GHz and 16-GB RAM. Table IV shows the time cost of all the methods. According to Table IV, we can see that the proposed method is faster than SRC and CRC but is slower than the others. The reason is that the proposed method selects class-specific feature sets, which means that the kernel weights need to be optimized for each class pair, whereas other MKL methods use a fixed set of kernel weights for all the class pairs. For the RMKL method, the computational complexity for solving kernel weights is $O\left(m \times n \times T^2\right)$, where $m$ denotes the number of base kernels, $n$ denotes the number of training samples for each class, and $T$ denotes the number of categories. According to (16), the computational complexity of CS-SMKL is $O\left(m \times I \times (2n \times T)^2\right)$, where $I$ denotes the iterations when achieving convergence. The higher computational cost, however, provides the best classification accuracy.

b) Analysis of selected features and classification ability using class-specific kernel learning: To visualize the contribution of each feature type in these MKL methods, we plot the kernel weights of the base kernels for RMKL and CS-SMKL in Fig. 7(a) and (b), respectively. We only list three one-against-one classifiers of the Pavia University data set (Asphalt vs. Meadows, Asphalt vs. Gravel, and Asphalt vs. Trees) for all the class-pairs.
simplicity. Note that we did not plot the kernel weights for RBMKL and CKL methods because the mean rule is adopted, and the weights of base kernels are equal. RMKL used the same kernel weights as shown in Fig. 7(a) for all the class pairs. In Fig. 7(b), we see that our CS-SMKL selected different sparse base kernel sets for different class pairs. Therefore, the fixed set of kernels selected using RMKL [see Fig. 7(a)] is unable to accommodate the need for individual cases. Taking the categories of Asphalt vs Meadows as an example, the spectral features (PCs) are important for this class pair. For the CS-SMKL, it only selected very few base kernels for classification purposes, whereas the kernel weight for the spectral features is very high. However, these corresponding kernel weights in RMKL are much lower. For class pairs Asphalt vs Gravel and Asphalt vs Trees, CS-SMKL did not select the base kernel corresponding to PCs, whereas RMKL still select the 17th base kernel. In Fig. 7(b), it is also clearly shown that, for all these three class pairs, CS-SMKL did not select the base kernels associate with attribute S (standard deviation), but RMKL selected all of them, which means that when classifying different class pairs, the EAPs which are obtained by different attributes and degrees of AFs produce different effectiveness in the classification process. This is an example that shows that our CS-SMKL provides more flexibility in selecting kernels (features) for improved classification.

To visualize the chosen features, Fig. 8 shows the iterative optimization of the weights using CS-SMKL. Starting by a uniform configuration of weights ($\eta_j = 1/m = 0.0588, j = 1, \ldots, m$), for the first class pair, the 17th kernel corresponding to PCs is given a strong weight after several iterations. The area attribute and diagonal attribute are also selected in the following steps. This way of selecting features matches the classification results; although the spectral features serve to discriminate man-made Asphalt from natural classes Meadows, the proper assignment to the area and diagonal attribute which measure the shape of the regions largely improves results. For the second classifier, the spectral features have not been selected because the original spectrum of these two classes is very similar and provides less information to discriminate between each of the two classes. The area and diagonal attributes almost all have been retained. Since the spectral information provides a limited usefulness, the spatial information becomes very important for the classification task. The area and the length of the diagonal of the bounding box are increasing attributes that are useful to perform a multiscale analysis of the data. Then, it is easier to tell Asphalt from Gravel. For the class pair Asphalt vs Trees, the area attribute and diagonal attribute are selected; in particular, the fifth kernel is given a strong weight. The ninth kernel associated with the moment-of-inertia attribute is also selected as a purely geometric descriptor and can be employed to extract information on the geometry of the regions, regardless of their scale. We can see from the reference map that the shape of these two classes are very different and using spatial features only is enough two separate them apart.

Finally, we embed the mean rule into CS-SMKL, expressed as M-CS-SMKL, which means that we first used the mean rule to deal with the base kernels under the same attribute. In our method, we got four mean kernels; superadding the base kernel related to PCs, we inputted five kernels to the CS-SMKL. The classification results are shown in Table V. All the results in the same column are acquired by using the same training samples. We can see from Table V that M-CS-SMKL obtained higher classification accuracy than RBMKL on Pavia University and Salinas data sets; the improvements can be 2.33% and 1.11%, respectively. While on the Pavia Center data set, M-CS-SMKL obtained comparable results. The results mean that the selected features are very effective and have very low redundancy, i.e., CS-SMKL selects a compact set of features. Meanwhile, the accuracy of M-CS-SMKL is lower than the proposed CS-SMKL, illustrating that CS-SMKL provides an efficient way to combine these significant features and select the class-specific weights.

**TABLE V**

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>OA (%) of the Three Data Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pavia University</td>
</tr>
<tr>
<td>Classifier</td>
<td>Number of training samples</td>
</tr>
<tr>
<td></td>
<td>10 20 30</td>
</tr>
<tr>
<td>M-CS-SMKL</td>
<td>89.95 ± 4.50 93.72 ± 2.42 94.94 ± 2.25</td>
</tr>
<tr>
<td>CS-SMKL</td>
<td>91.36 ± 2.54 94.35 ± 1.22 95.65 ± 1.41</td>
</tr>
<tr>
<td>RBMKL</td>
<td>87.62 ± 2.51 92.95 ± 1.45 94.71 ± 1.25</td>
</tr>
</tbody>
</table>

Fig. 8. Optimization of the weights $\eta_j$. 
V. CONCLUSION

In this paper, a new classification method is proposed for the analysis of hyperspectral images. Since MKL provides a very effective means of learning, a CS-SMKL classifier combined with the use of EMAP is developed. The proposed framework allows embedding a variety of characteristics in the classifier. Expanding the feature spaces with a number of information diversities (different attributes, different scales, different components), Extended Morphological Attribute Profiles provide excellent classification performances, but with a high redundancy of information. CS-SMKL can remove the redundancy of EMAP effectively to learn a compact set of features and select the class-specific weights, leading to remarkable discriminability. The experimental results on three different hyperspectral data sets, corresponding to different contexts (urban, semi-urban, and agricultural) and different spectral and spatial resolutions, demonstrate that the proposed method CS-SMKL offers excellent performances and accurate classification maps, and the efficiency of CS-SMKL is further demonstrated. The combined use of EMAP and CS-SMKL can handle difficult-to-separate classes with irregular class boundaries. In the future, we will further focus on integration of sparse-MKL-based feature learning and sparse-representation-based classifier for spatial–spectral hyperspectral image classification and feature interpretation.
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