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Abstract—Hyperspectral images provide much more information than conventional imaging techniques, allowing a precise identification of the materials in the observed scene, but because of the limited spatial resolution, the observations are usually mixtures of the contributions of several materials. The spectral unmixing problem aims at recovering the spectra of the pure materials of the scene (endmembers), along with their proportions (abundances) in each pixel. In order to deal with the intra-class variability of the materials and the induced spectral variability of the endmembers, several spectra per material, constituting endmember bundles, can be considered. However, the usual abundance estimation techniques do not take advantage of the particular structure of these bundles, organized into groups of spectra. In this paper, we propose to use group sparsity by introducing mixed norms in the abundance estimation optimization problem. In particular, we propose a new penalty which simultaneously enforces group and within group sparsity, to the cost of being nonconvex. All the proposed penalties are compatible with the abundance sum-to-one constraint, which is not the case with traditional sparse regression. We show on simulated and real datasets that well chosen penalties can significantly improve the unmixing performance compared to classical sparse regression techniques or to the naive bundle approach.
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I. INTRODUCTION

This document gathers complementary results for the experiments on the synthetic dataset used in the main manuscript, and on the Cuprite dataset for the paper “Hyperspectral Image Unmixing with Endmember Bundles and Group Sparsity Inducing Mixed Norms”. For the synthetic data, the obtained abundance matrices are displayed as images to reveal the group sparsity structure of the abundances enforced by the different algorithms. For Cuprite, the results include some additional within group abundance maps and their interpretation. The abundance maps are to be compared to a reference land cover map, which can be found for example in Fig. 10 of [1]. We reproduce it here for the reader’s convenience (Fig. 2). We also make a comparison between the extracted endmembers and the USGS reference endmembers available for this scene. However, note that these endmembers and land cover maps, though useful for qualitative comparisons, cannot be considered as absolute ground truths, because the abundance maps were algorithmically generated and do not correspond to in situ ground truth data. As for the endmembers, one reference USGS signature is available only for each endmember, and thus they cannot be fully representative of the spectral variability occurring in the scene.

II. COMPLEMENTARY RESULTS ON THE SYNTHETIC DATA

We show in Fig. 1 a part of the abundance matrices obtained for the synthetic dataset as images (only for some pixels of the image), to show the structure that each penalty induces on the coefficients. We confirm that FCLSU and the group penalty obtain similar performance. Collaborative sparsity deteriorates the abundance estimation because it forces some endmembers to be zero on the whole support of the image. The elitist penalty tends to incorporate spurious endmembers because of the between group density of the coefficients. The fractional penalty obtains a more accurate support of the endmembers than the other two, but at the price of sometimes overestimating the abundances because of a too violent sparse behavior, which is necessary to get rid of the noise but too harsh for a high precision abundance estimation.

III. COMPLEMENTARY RESULTS ON THE CUPRITE DATASET

The second dataset we consider is a $200 \times 200 \times 186$ subset of the Cuprite dataset. The image was acquired by NASA’s AVIRIS sensor and covers the Cuprite mining district in western Nevada, USA. We extracted 14 bundles according to the intrinsic dimensionality estimated by the Hyperspectral Subspace Identification by Minimum Error (HySIME) [2] on our subset. We used VCA three times on a third of the dataset, giving a total of $Q = 42$ signatures, clustered into 14 groups as was done for the Houston data. We compare the same algorithms as before and show in Fig. 3 the estimated abundance maps. The results are shown for only for 6 of the 14 extracted endmembers. The materials have been identified by visual comparison between the estimated abundance maps and endmember signatures with those recovered in [3]. For
Fig. 1. Abundance matrices (pixels are on the x-axis, and candidate endmembers are on the y-axis. Candidates 1-5 belong to group 1, candidates 5-10 to group 2, and so on.

Fig. 2. Reference map showing the location of different minerals in the Cuprite mining district in Nevada (taken from [1]).

Four of these materials, i.e. sphene, alunite, buddingtonite and chalcedony, we also show the abundances of the different instances of the bundles, in Fig. 5. The visual results (to be compared to a reference land cover map, which can be found e.g. in Fig. 10 of [1]) are in accordance with the conclusions drawn from the Houston data, i.e. that the collaborative and group approaches obtain abundances which are sparser and smoother at the global level than FCLSU, because they tend to distribute abundance equally between active signatures in each bundle. The elitist penalty leads to denser mixtures over the groups, and the fractional penalty obtains sparser abundances than other algorithms because it promotes sparsity more aggressively. Also, it obtains within group sparsity, which helps identifying the endmember candidates which are locally predominant, revealing spectral variations for each endmember.

Some materials, however, are not perfectly separated at the group level, but can be distinguished at the intra group level. For example, column 3 of Fig 5 (a) corresponds to a patch of kaolinite. Also, the bottom right part of the buddingtonite abundance maps should correspond to a Montmorillonite patch, according to the reference map. Since all the methods seem affected by these two issues, we can assume that the bundle extraction step was not carried out perfectly. This could be due to the absence of pure pixels for some of these materials, or an incorrect clustering step. In theory, if VCA extracted one instance for each material, the number of instances per material should be the same (3), which is not the case here. However, enabling group and within group sparsity allows the abundance estimation algorithm to separate the incorrectly clustered instances at the intra group level. When the clustering has been correctly carried out, local maps corresponding to different instances can be defined, as show in Fig. 5, e.g. for alunite and buddingtonite.

We show in Fig. 4 some of the signatures extracted by the fractional approach in randomly chosen pixels of the images for the same endmembers as in Fig. 3, along with the signatures present in the bundles (dashed). In black is shown a reference signature from the USGS spectral library. These references signatures were recalibrated using a scaling factor $\psi$ to match the extracted signatures using a least squares regression:

$$\hat{\psi} = \arg \min_\psi \frac{1}{2} \sum_{i=1}^n ||\psi s_0 - s_i||_2^2 \quad (1)$$

where $s_0$ is the reference USGS signature for a given material, and the $s_i$ gather the extracted signatures for the $n$ selected pixels. We see that overal the USGS signatures and the extracted ones by the fractional approach show a good agreement, except for Chalcedony and the lower part of the spectrum for alunite. Again, this could be caused by the fact that VCA was not able to extract pure pixels from the data, or because of nonlinear variabilities which could affect the image spectra. Nevertheless, even though the pixelwise endmembers’ quality are inherently conditioned on the quality of the extracted bundles, the group information allows to interpolate for each pixel between the bundles signature to refine the variability estimation locally.

We also show the RMSE and SAM values associated to the reconstruction of the data, as well as the running times of all algorithms in Table I. The numbers follow the trends identified with the Houston data. FCLSU obtains the best quantitative reconstruction results since there is no sparsity involved. The fractional penalty obtains the second best results. The running times are almost equal for the group and elitist penalties, while the fractional algorithm is slightly more computationally intensive.
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Table I

<table>
<thead>
<tr>
<th>Metric</th>
<th>Algorithm</th>
<th>FCLSU</th>
<th>Collaborative</th>
<th>Group</th>
<th>Elitist</th>
<th>Fractional</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.0034</td>
<td>0.0048</td>
<td>0.0075</td>
<td>0.0053</td>
<td>0.0047</td>
<td></td>
</tr>
<tr>
<td>SAM (degrees)</td>
<td>0.5233</td>
<td>0.7391</td>
<td>1.1514</td>
<td>0.8288</td>
<td>0.7282</td>
<td></td>
</tr>
<tr>
<td>Running time (s)</td>
<td>54</td>
<td>102</td>
<td>175</td>
<td>174</td>
<td>194</td>
<td></td>
</tr>
</tbody>
</table>

The best values are in red, and the second best are in blue. The values of the regularization parameters are also reported, when applicable.

Fig. 3. Abundances for all the tested algorithms on the Cuprite dataset.

Fig. 4. Endmembers recovered from the bundles by the fractional algorithm, and the bundles’ signatures (dashed), for 6 endmembers of the Cuprite data. In black is shown a reference signature from the USGS spectral library.
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